**Discrete Mathematics Assignment**

Matroid and Greedy Algorithm
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매트로이드는 Hassler Whitney가 1935년에 고안했다. 이후에 B.L,, van der Waerden 이 발견했다. 둘 다 독립성의 일반적인 개념을 고안하는 것에 흥미를 갖고 있었다. 매트로이드는 집합 E와 E의 부분집합들의 집합 I로 구성된다. 매트로이드는 다음 공리들을 만족시켜야 한다.

1. 공집합은 독립 집합이다. (공집합의 독립성)
2. 독립 집합의 부분집합은 독립이다. (독립성의 유전)
3. ‘만약 A,B가 I에 속하고 A는 I의 극대 원소이고 , B가 극대 원소가 아니라면 B 합집합 {a}가 I에 속한다’ 를 만족하는 a가 A-B에 속한다. (추가성)
4. A가 I의 원소이고, A가 B의 부분집합이고, B가 C의 부분집합이면 ![\mathcal I\cap [A,B]=\{S\in\mathcal I\colon A\subset S\subset B\}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAASMAAAAUBAMAAAA0Bka/AAAAMFBMVEX///9AQEB0dHRQUFCenp62trYEBAQwMDDMzMwiIiKKiooMDAwWFhZiYmLm5uYAAAAYBS+BAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAA/dJREFUSA2tVk1sFVUU/t7re31jeZ32GdSAxTxkQYg/LZKQEDaTuHBHnxvZGBRcABupJNCYNGZWtSykNUiKgcTHDleWn6TRBdaoEfVJGzcsIHHCAvlt/MFfgs/vnHvvzLzOJJrQk8w953znzDff3HvnvgdkrPB1BiLw9PmlqLexsRR60Lz8nDL4Vz5tt/9OkT1k4qMO2nCv9tg3wFsud/6lQKJNG7ctOER8hg4xUdzWtWnlnTgxQfGD07WxJkp7JP3w1OHRxXSDkdRz12Eeo+F6VtKb0nAoxOWm6xSfoUuIXJt3DL2fuMT5yQClX4DPmHt7UP5TcW9L64AERlKBdWPFn4DuqaykaSlfAPoi06djQufAhMgh1RD4xyXODzLYCwipH6EypfiVANtHGBlJz/6qIIfKHB/bny+pzFpFG0tjre8YJHSKcnBEbGjJHAAv85IHAS+0Wq1+jTBG97ORxKhvQdAe6VrLSyV5DdaNdQ8Bm8N8ScUZ3iht/vQ2227pXOaI/HfjhqdYa0r9xspInNprQBc3kk49N0ooYDWSgZdKKuFjhmpc5QLXJ7O95e7yX4FpWmE9M6XzdxkcjqjasADwyns2/DKGIBt2IIwlbdaKqEGFqEpq4ISiHAa/X3eWTiUNcKZbrSkt6Sr88LvuPzzsujmjEvpnLOCIVicNve3dqq/QTLDi/Se3DjHVbwaY1UqnpBAHXT9XuTCXnaUip5mPPrlP6V+VxJihc5kjmnEA/c1Hf5NsRQqSDTvAfFzZfHModUgq1mrz7gausnc/I6l8PDIN1RH68rGJiYnDClg6U4QjKktXYl9JuD3JIRt2coFPmm0QLZoPskMS2Qcjc4esMv7ISELPeeJNoFce5s2Ojo7uZxDTaQw4Ik+6jMnncEnCt02uIzcs+tgzXpfUngEdktjwkciliWI5xDJ76XMqWeCi8gLmZFCzdDYLHNGMBYB3GK2RLL1wMgHDdbN4nK8GrrIhLUleZDjgQCuQrMoZUUkGMuM05Y4AtyNJHzEYR0tn8oQo2f/ruQMvSrlQ52DtcfpvI/vFLb6xeP0cgbSkF5lP1nGrTt/dD/9gmC+p8gX8o+zh3exQs3T2i7NErCSHwFiAGw3tTR0CO4Ef5Xvhe2K83W7vDhmkJB1qN9E1vxPX5vgq86dr7w+xnjdLBe7eiDW+95Ed6h2dOZcckTTER2X/2toT2ps6Kgfu1VYdEVAkxVaWSAY9lwxcN07HPEmpcmmL/qCkkCUhG+wPSlJ4/kT8g2LBDklxY0pSMwbzZylVXqbwvyR5QepBmVlalSouW8jPOMeSWZLvJbaMpGtBXFu2oOf1XKr/+0cXz4S59z8AWFoTAf8CSIoG6k8KjMYAAAAASUVORK5CYII=)는 극대 원소를 갖는다.

또 다음과 같은 특징을 가진다.

탐욕적인 알고리즘은 “가장 좋아 보이는 것”을 각 단계에서 고르는 알고리즘이다. A에서 D까지 가는데 B와 C를 거쳐서 가는 문제를 생각해보자. A에서 가장 가까운 곳을 가고 다음 단계에서 가장 가까운 곳으로, 즉 모든 단계에서 가장 가까운 곳을 가면 전체적인 경로가 가장 가까워지는 문제들이 있다. 이러한 문제들은 탐욕적인 알고리즘을 통해 푼다면 최적의 해를 구할 수 있다.

하지만 우리들은 문제를 풀기 위해 적당한 알고리즘을 골라야 하는데 무슨 알고리즘을 적용해야 최적의 해가 도출될 지 알기 어렵다. 어떤 조건에서 탐욕적인 알고리즘이 최적인지 아니면 최적에 가까운지 한 번에 알아차리기 어렵다. 하지만 우리는 탐욕적인 알고리즘이 언제 최적의 해를 가져다 주는지 알기 위해 메트로이드를 사용할 수 있다. 어떤 특별한 구조가 있는 문제에 대해서는 탐욕 알고리즘이 언제나 최적의 해를 찾아낼 수 있다. 이 구조를 매트로이드라 한다. 매트로이드와 탐욕적인 알고리즘 사이의 관계를 설명할 때는 두 가지의 개념이 중요한데 하나는 “순환을 만드는 간선이 없다”는 것과 “선형 독립 벡터의 집합이다”라는 것이고, 두 개념은 동일한 개념이다.

매트로이드에서 탐욕적인 알고리즘을 적용했을 때 최적이라는 것은 다음을 의미한다.

1. 만약 M이 매트로이드라면 어떤 비용함수에서도 탐욕적인 알고리즘은 최적으로 작동한다.
2. 만약 탐욕적인 알고리즘이 모든 비용함수에서 최적으로 작동한다면, M은 매트로이드다.

순환을 만드는 간선이 없다는 특징은 최소 신장 트리의 특징이다. 따라서 최소 신장 트리도 매트로이드이다. 따라서 최소 신장 트리를 구현하기 위한 가장 최적의 알고리즘은 탐욕적인 알고리즘이다. 만약 우리가 탐욕적인 알고리즘을 쓰기에 합리적인 문제인지 판단하려면 해당 문제가 매트로이드의 특징을 보이는지 확인해보자